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Abstract. Chromatin remodeling complexes utilize the energy of ATP hydrolysis to change the packing
state of chromatin, e.g. by catalysing the sliding of nucleosomes along DNA. Here we present simple
models to describe experimental data of changes in DNA accessibility along a synthetic, repetitive array
of nucleosomes during remodeling by the ACF enzyme or its isolated ATPase subunit, ISWI. We find
substantial qualitative differences between the remodeling activities of ISWI and ACF. To understand
better the observed behavior for the ACF remodeler, we study more microscopic models of nucleosomal
arrays.

1 Introduction

Eukaryotic DNA molecules are wrapped around millions
of protein cylinders. In each complex, called nucleosome,
147 base pairs (bp) are wrapped tightly along a left-
handed superhelical path around an octamer of histone
proteins [1]. This raises the question of how DNA can
be accessed and read out. There are two possibilities to
achieve this, namely the DNA wrapped in a nucleosome
can be freed by thermal fluctuation or via active ATP-
consuming processes [2]. Well-known passive processes are
site exposure through partial DNA unspooling [3–12] and
nucleosome sliding along the DNA molecule [13–18]. The
latter process is caused by defects in the wrapped DNA
molecule [19, 20], most likely bulges [21, 22] or twist de-
fects [23–25]. As nucleosome sliding is very slow, the ne-
cessity for active processes is evident. Towards this end a
large variety of ATP-consuming protein machines, called
chromatin remodelers, exist that can catalyse the sliding
of histone octamers along the DNA molecule or the partial
(or complete) disassembly of nucleosomes [26–29].

ACF-type remodelers will not disrupt nucleosome fi-
bres, but rather slide nucleosomes to convert irregular
successions of nucleosomes into regular arrays with de-
fined nucleosome spacing [30–35]. This might be one of the
mechanisms where a higher-order structure has an impact
on gene regulation in cells [36]. For instance, the results
of a recent quantitative theoretical study [37] suggest that
only arrays with equally spaced nucleosome can fold into
a chromatin fiber. Recently, synthetic arrays bearing up
to 26 nucleosomes have been monitored [38, 39]. In this
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paper we analyze experimental data obtained in the con-
text of the latter study [39]. We have results from two
types of remodelers from Drosophila. One is the afore-
mentioned ACF remodeler, which consists of the ATPase
ISWI and an ACF1 subunit, and the other is ISWI alone.
The association of ACF1 with ISWI changes the direc-
tionality of nucleosome sliding by ISWI on short DNA
fragments [40,41].

In the experiment analyzed here, nucleosomes are ini-
tially positioned at equal distance from each other through
repeats of a strong DNA positioning sequence (“Widom-
601”; [42]), see fig. 1(a). A reaction is set up containing the
nucleosomal array, ATP and the AluI restriction enzyme.
The enzyme cuts specifically at only one site per repeat,
which is initially located 43 bp inside each of the wrapped
DNA portions of each nucleosome. Thus none of the AluI
sites are easily accessible at the start of the experiment.
At time t = 0 the remodeling enzyme is added. Restric-
tion recognition sites now become accessible through the
remodeling of the nucleosomes, as these get shifted out of
the way. At certain time points the sample is analyzed
by separating DNA fragments by their length through
gel electrophoresis, fig. 1(b). Visible are only those frag-
ments that contain one of the two ends of the original
DNA molecule to which a fluorescent label was attached.
Thus rather indirectly, the intensity of the different bands
in the gel contain information about the cutting rates of
each individual restriction site, and through that informa-
tion about the activity of the remodeler itself.

In this paper we attempt to extract this information.
In sect. 3 we introduce models that are as simple as pos-
sible but still can describe the data. In sect. 4 we present
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Fig. 1. (a) Schematic depiction of the nucleosome array. Nucle-
osome positions are indicated by ellipses. The array DNA com-
prised 26 repeats of a 197 bp fragment (magnification) contain-
ing the Widom-601 nucleosome positioning sequence (dashed
line). Numbers indicate the positions of the restriction enzyme
site and the nucleosome boundaries with respect to the nu-
cleosomal dyad axis (0). (b) Example of a gel picture obtained
from a remodeling experiment with ISWI. Peak 26 is the fastest
moving band, corresponding to a single nucleosome, peak 1
contains the full array. Different lanes correspond to different
remodeling times, as indicated on top. (c) Peak profiles ob-
tained from the gel in (b) after 4, 16 and 48 minutes of remod-
eling. The intensity is plotted as a function of position (both
axes arbitrary units).

the results and discuss how these findings can be inter-
preted with the help of more microscopic models. Finally,
we present our conclusions in sect. 5.

2 Experiment

Fluorescently labeled nucleosome arrays and remodeling
enzymes were prepared as described previously [39]. The
remodeling assays were performed as detailed in [39] with
limiting remodeling enzyme concentrations. The restric-
tion enzyme is added at the very beginning of the ex-
periment, along with the remodeling factor, as has been
done in the cited reference. It is added in excess so that
cleavage is only limited by nucleosome occupancy and any
site exposure will immediately be scored by cleavage (see
refs. [3, 43–46] for other examples where restriction en-
zyme sensitivity is used as a stringent and quantitative
assay for nucleosome DNA accessibility). After size sepa-
ration in agarose gels (see fig. 1(b) for an example with
ISWI), the labeled DNA fragments were quantified using
the AIDA software (1D evaluation; raytest), see fig. 1(c).
Thereby, gel lanes were identified and the borders of the
peaks representing individual DNA bands were assigned
manually. Signal intensity of gel regions above the high-
est and below the lowest DNA band was considered as
background.

The number of experiments analyzed is 4 in the case
of the ISWI remodeler and 5 for ACF. Ideally, at t = 0,

there is only one fragment length in the system (26) cor-
responding to peak 1. In practice there is a small amount
of fragments with shorter lengths present. Peaks close to
peak 1, however, cannot be detected. In our simulations
we take this into account through the initial conditions,
and choose for those hidden peaks the same value as for
the first visible peak next to peak 1.

3 Models

We use two different models, a simple one for the ISWI
protein and a more complex one for the ACF remodeler.
Here we define the model before we apply it to the ex-
perimental data in the next section. The kinetics of cleav-
age is two orders of magnitude faster than the remodeling
process itself, and for the purposes of the modeling, is
considered instantaneous as soon as the site is exposed.

3.1 ISWI model

Our ISWI model is the simpler of the two models described
here. We assume that each AluI site is cut with equal rate,
independently of whether other AluI sites on the fragment
are cut or not. The corresponding probability distribution
of the time before a cut is based on the fact that remod-
eling itself consists of several discrete steps. Therefore we
do not expect the duration of a remodeling step to be
exponentially distributed. Since we have no a priori in-
formation about the shape of this distribution, we choose
a fairly generic one, namely the Poisson distribution:

P (cut at t) = λk+1tk exp(−λt)/k!. (1)

This is equivalent to k independent steps with an ex-
ponential distribution. The number of “steps” k and the
overall rate λ of a single step are free parameters of the
model. The best fit to the experimental data was found
when we use k = 3.

From this we infer that the true underlying distribu-
tion is most likely not exponential. On the very basic level,
a value of k > 1 shows an important feature of the remod-
eling process, namely that it has memory. This reflects the
presence of either substeps within a remodeling step, or
various remodeling steps needed for nucleosomes, before
their AluI sites are exposed, or a combination of both.

3.2 ACF model

The ISWI model described above produces only poor fits
to the experimental ACF data. We achieve a dramatic
improvement through the addition of one extra feature:
the number of steps before a restriction enzymes cuts a
site is biased towards one end. We find that restriction
sites closer to the end containing the fluorescent label need
on average fewer steps and thus are typically cut before
those close to the other end. Since the number of steps
is discrete and relatively small, the bias is applied in the
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Table 1. Difference matrix between the remodeling experiments. Lower values indicate that the two experiments are more
similar. It is apparent from the table that the ISWI and ACF experiments behave differently, as the difference between them is
always higher than comparisons between experiments of the same kind. The number presented in the table is 〈| log(IexpA/IexpB)|〉
(with some small adjustments explained in the main text). Values below 0.2 indicate excellent agreement, while values below
0.3 can often be considered quite adequate still.

ISWI 1 ISWI 2 ISWI 3 ISWI 4 ACF 1 ACF 2 ACF 3 ACF 4 ACF 5

ISWI 1 0 0.140 0.425 0.446 0.738 0.504 0.608 0.561 0.643

ISWI 2 0.140 0 0.235 0.236 0.603 0.467 0.539 0.440 0.510

ISWI 3 0.425 0.235 0 0.316 0.743 0.445 0.746 0.556 0.633

ISWI 4 0.446 0.236 0.316 0 0.606 0.475 0.563 0.402 0.512

ACF 1 0.738 0.603 0.743 0.606 0 0.142 0.225 0.250 0.152

ACF 2 0.504 0.467 0.445 0.475 0.142 0 0.232 0.148 0.099

ACF 3 0.608 0.539 0.746 0.563 0.225 0.232 0 0.294 0.222

ACF 4 0.561 0.440 0.556 0.402 0.250 0.148 0.294 0 0.151

ACF 5 0.643 0.510 0.633 0.512 0.152 0.099 0.222 0.151 0

form of a probability p for each additional step beyond
one:

p(j) = (j/L)β , (2)

where β is a bias exponent and j is the restriction site
number, 1 ≤ j ≤ L with L = 26 being the number of
nucleosomes of the full template. We denote with j = 1
the restriction site closest to the fluorescent label. At the
start of each simulation run, the number of steps for each
restriction site is determined as follows. For each site we
draw Np random numbers Ui ∈ [0, 1). The number of steps
is then 1 plus the count of random numbers that are less
than p(j). Thus the number of steps is at least one and
never bigger than Np+1. Since we execute 100000 runs per
simulation, the distribution is smoothed out. The variable
Np is adjusted by hand, namely several points surrounding
the optimum are compared and the one that brings the
best solution is selected. We found the best value to be
Np = 1. This mean that we get for each run a set of 1’s
and 2’s for the restriction sites. The realization of these
1’s and 2’s is different for each run.

3.3 Data analysis

After manually setting k = 3 (for the ISWI case) or
Np = 1 (for the ACF case), there are one (for the ISWI
case) or two (for the ACF case) additional free parame-
ters in our system: the reaction rate λ and, for the ACF
model, the bias exponent β, governing the average number
of steps required along the nucleosomal array, see eq. (2).
The parameter λ is found for each experimental sample
individually using the search algorithm described below.

First we define our objective function to be minimized,
namely

d(sim, exp) = 〈| log(Iexp/Isim)|〉. (3)

Here the average 〈 · 〉 is taken over all experimental time
points and fragment lengths. Iexp and Isim are the abun-
dances of, respectively, the experimental and simula-
tion data, at certain time points and fragment lengths.

The choice was made to work with logarithms, because
—by the nature of the problem— intensities tend to de-
cay (pseudo-) exponentially, and we would like to take all
time points equally into account. The same comparison
can also be done between two simulations or two experi-
ments. In the latter case, only time points and fragment
lengths that both sets have in common are taken into ac-
count. A comparison between the various remodeling ex-
periments is presented in table 1.

There are some exceptions to the computation of the
terms given by eq. (3). If the experimental value for the
normalized peak intensity is below the threshold 10−3, it
is considered to be indistinguishable from 0. If the simu-
lation also gives a value below that threshold, the match
is considered perfect and it adds 0 to the average. In the
case that the simulation predicts an intensity higher than
the threshold, the deviation added to the sum is equal
to log(Isim/Ithres). If the experiment gives a value above
the threshold and the simulation gives a value below the
threshold, the calculation is done with Isim = Ithres. This
is done to prevent a very small value for the simulation
from dominating the final error d.

The search algorithm to find optimal values for the free
parameters starts with a predefined search range. Then
five points (for ISWI) or a 5× 5 point grid (for ACF) are
chosen at equal distances within this range. For all these
points the objective function is evaluated, by performing a
simulation run with the corresponding parameter value(s).
The next iteration is done within a range half as large and
centered around the point with the best objective value.
After a couple (5) of iterations, the search is stopped, and
the parameters with the best objective value d are pre-
sented.

4 Results and discussion

4.1 ISWI protein

The ISWI case seems rather straightforward as we have
only 2 adjustable parameters, k and λ, in our simple
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Fig. 2. Example of a fit of the model simulation (lines) to the
experimental data (symbols) for remodeling with ISWI. The x-
axis represents the fragment length, while the y-axis shows the
relative peak intensity (I/Itot), at different time points given
in minutes.

model. We obtain a decent agreement with the experi-
mental data when choosing k = 3 and an appropriate
value for λ. It is, however, unfortunate that there is a lot
of sample to sample variation. There is an average differ-
ence of 0.299 between the samples. On the other hand,
the average difference between the model (with one single
set of parameters for all experiments) and the experiment
is lower, d = 0.257, with the rate given by λ = 0.0126.
Although counterintuitive, the objective function is actu-
ally expected to be higher for the inter-experimental dif-
ferences than for the comparison between simulation and
experiment. The reason for this is that the starting con-
ditions for the experiments are slightly different for each
sample, and this is accounted for in the simulation. We
have checked that the choice k = 3 is indeed optimal. For
the two neighboring choices we have: k = 2: d = 0.294 and
k = 4: d = 0.474.

Figure 2 shows the comparison between experiment
and simulation for the first sample, ISWI 1. For this sam-
ple the agreement is excellent. Here the best parameters
for only this single experiment are used.

We conclude that there is no indication of a significant
bias in the cutting probabilities as one goes along the chain
of nucleosomes.

4.2 ACF remodeler

The ACF model brings in a new parameter, β. The value
found for β does not seem to be zero, which at first is quite
surprising. If we use the ISWI model (which corresponds
to the ACF model with Np = k − 1 = 2, and β = 0), we
get a very poor fit to the experimental data (d = 0.671).
As an illustration we have plotted in fig. 3 the comparison
for the first set of experimental data (ACF 1).

In the case of the ACF enzyme, the inter-experimental
differences are fortunately much smaller than in the ISWI
case, namely 0.173 on average. This is also reflected in the
quality of the fit of our simulation to the data with an av-
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Fig. 3. Example of a fit of the ISWI model (lines) to the
ACF remodeling experiment (symbols). The x-axis represents
the fragment length, while the y-axis shows the relative peak
intensity (I/Itot), at different time points given in minutes.
The model treats all the nucleosomes along the array equally
which leads to a very poor fit.
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Fig. 4. Same as fig. 3 but this time allowing for a remodeling
bias along the nucleosomal array according to eq. (2).

erage d = 0.157. The best set of parameters for all exper-
imental data was found to be λ = 0.0022 and β = 0.375,
with Np = 1. In fig. 4 a comparison between one particular
experiment, ACF 1, and the simulation is shown. Again
we attempted a neighboring choice with Np = 2, which
gives a difference d = 0.256.

To achieve a satisfying fit between the model and the
ACF data we needed to use a non-vanishing value of β.
This suggests that the cutting probabilities change along
the nucleosomal array. In the next section we discuss pos-
sible mechanisms that could cause this effect.

4.3 Asymmetry in the cutting probabilities

The DNA digestion data for ACF remodeling suggest that
the accessibility for restriction enzymes to the AluI sites
varies along the nucleosomal array. There are two main
asymmetries in the system. The first one is the presence
of the fluorescent label on one end of the DNA molecule,
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but not on the other. This might cause an asymmetry in
the data due to some interaction between the label and the
remodeler (or the restriction enzyme) that makes it more
likely to remodel (or cut) close to the label. Interactions
of an SF2 helicase and even ISWI itself with fluorophores
at DNA ends have indeed been observed before [47,48].

Another possibility is that the asymmetry stems from
the asymmetric positions of the AluI restriction sites with
respect to the nucleosomal footprints. The sites are not
positioned at the initial centers of the nucleosomal DNA
stretches, but sit away from the centers towards the la-
beled end. Thus, remodeling away from the label is more
likely to expose an AluI site than the reverse, because
less steps need to be taken for exposure. Additionally, the
probability distribution of the nucleosome positions is not
simply periodic due to end effects but shows a decay of the
oscillations as one moves away from fixed boundaries [49].
In addition, the distributions of end nucleosomes (and of
the ones close to it) are skewed since the boundary is fixed
whereas the array of the nucleosomes on the other side
constitute effectively a soft boundary. As only fragments
are detected in the experiment if they contain the labelled
end and as the nucleosome distribution is skewed to fluc-
tuate away from ends, we expect that AluI sites close to
the label are easier to access than sites that are further
away from it.

To provide more concrete evidence for these claims, we
performed a number of simulations. The first set of sim-
ulations finds the equilibrium or steady state accessibility
for different models. The second part uses more detailed
models to try and fit the experimental data. In all the
models we use the same size for the DNA molecule as in
the experiments. There is an 8 bp long head at the la-
belled end, 26 repeats of length 197 bp and a 20 bp long
tail leading to a total length of 5150 bp. The first AluI
site is positioned at bp 81. The initial position of the first
nucleosome is at 36 bp. In all simulations, the nucleosome
covers 147 bp and nucleosomes are not allowed to over-
lap. We neglect here any effects due to sequence specific
mechanical properties of the DNA molecule [50], i.e. we
assume that the chromatin remodelers override sequence
specificity [51].

4.3.1 The Tonks gas model

The most simple way to describe the conformation of a
nucleosomal array is the Tonks gas, one-dimensional discs
on a one-dimensional line with steric hard core interac-
tions [52], see also refs. [49, 53]. For simplicity we con-
sider here equilibrium statistics, which makes the dynam-
ics unimportant for the results. At each step we select a
nucleosome randomly with equal probability, and a ran-
dom direction (left or right) as well, with a step size of 1.
The move is accepted if the moved nucleosome does not
overlap with another nucleosome or does not fall off at
either end. The system is first thermalized for 107 steps,
and then sampled for another 109 steps.

Figure 5 shows the accessibility as a function of the bp
number (starting from the label at 0). The accessibility

Fig. 5. Accessibility plotted as a function of the bp number
for the Tonks gas model (the label is at position 0). The DNA
molecule has the same number of repeats (26) and base pairs
as in the experiments with the ISWI and ACF remodelers. The
green symbols denote the accessibilities to the AluI sites.

to a base pair is defined as the fraction of time the site
is not under a nucleosome, i.e. it is given by one minus
the probability that this base pair is occupied by a nucle-
osome. We find strong oscillations at the boundaries that
decay as one moves away from the ends toward the center,
consistent with what has been reported by Kornberg and
Stryer [49]. But since the AluI restriction sites are not
positioned symmetrically, the accessibility to these sites
(indicated by crosses in fig. 5) are not symmetrical with
respects to the two ends of the array.

Note, however, that there is no clear trend with re-
spect to the two ends. Unlike what we suggested above
and what we used in our modeling of the ACF data, we
do not detect an overall tendency that the accessibility to
the restriction sites is higher close to the labeled end. How-
ever, this model does not include the well-known property
of the ACF remodeler to create arrays of equally spaced
nucleosomes [31–33]. In that sense the model is more ap-
propriate to describe the ISWI data. In fact, we found in
this paper that we could model the ISWI data in a satis-
factory way by assuming that cutting probabilities for all
restriction sites are identical.

4.3.2 Semi-soft sphere model

To account for the spacing property of the ACF remodeler,
we modified the model to have (semi) soft spheres instead
of hard spheres. The nucleosomes themselves are still not
allowed to overlap, but we assume an additional repulsive
force between neighboring nucleosomes with a maximum
range of 60 bp. To model this repulsion, our model consists
of an alternating series of rods (the nucleosomes) and har-
monic springs with 60 bp rest lengths. The springs are not
attached to the rods, so the interaction is switched off be-
yond that length. This accounts for the observation that
ACF-catalyzed nucleosome movements toward a barrier
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Fig. 6. Accessibility plotted as a function of the bp distance
from the label for the semi-soft sphere model. Same system as
in fig. 5 but the sphere have in addition to the 147 bp hardcore
a soft shell with an extra 30 bp on either side.

are as fast as away from it once the linker length exceeds
lmax = 60bp [31]. The interaction between the two neigh-
boring nucleosomes labeled i and i + 1 is thus given by

E(i, i + 1) =

{
(di,i+1 − lmax)2 if d ≤ lmax,

0 else,
(4)

where di,i+1 is the distance between nucleosomes i and
i + 1 (always larger than zero). The interaction between
the DNA terminus and the corresponding end nucleosome
is modeled as if there is a static nucleosome sitting just at
the DNA end.

The accessibility for the semi-soft sphere model is
shown in fig. 6. It shows oscillations with a much higher
amplitude than in the case of the Tonks gas (see fig. 5).
This reflects the fact that springs cause a more defined
positioning of the nucleosomes. Remarkably, the accessi-
bility to the AluI restriction sites shows a clear asymmetry.
Going from left to right the accessibility increases for the
first 9 nuclesomes but then decreases systematically for
the next 17 nucleosomes. Even though the accessibility
follows not the same functional form as in eq. (2) it shows
overall the same tendency, namely a higher accessibility
to the restriction sites on the side closest to the label.

4.3.3 A dynamic model

Finally we implemented the more precise model described
in ref. [35]. In this model the nucleosomes move in steps
of 13 bp. The rate of a step where nucleosomes i and i+1
move towards each other is determined by the following
equation:

ri,i+1 =⎧⎪⎨
⎪⎩

0 if di,i+1 ≤ lmin,

λr exp(b(di,i+1 − lmax)) if lmin < di,i+1 ≤ lmax,

λr if di,i+1 > lmax,

(5)

where the parameters lmax (as above), lmin and b are di-
rectly determined from the experiments [35]. At each step
a move is selected with a probability proportional to its
rate.

In view of the more detailed nature of the model, we
also refined the definition of accessibility. We know from
experiments that base pairs are accessible even inside a
nucleosome albeit at a reduced rate. This is caused by a
process called site exposure where the DNA temporarily
unspools from the protein core as mentioned in the intro-
duction. This has in fact been shown by measuring the
reduced accessibility of restriction enzymes to their tar-
get sites inside nucleosomes [3]. Theoretical modeling [10]
suggests in addition that the restriction sites are less ac-
cessible when within a 30 bp distance from the entrance
point to the nucleosome (see fig. 3 in that reference). Ac-
cording to ref. [10] the accessibility to the restriction site
is to a good approximation given by

popen = min{1, exp((d − 30)/10)}, (6)

where d is the distance from the closest edge of a nucleo-
some (in bp and counted positive if outside and negative
if inside the nucleosome).

The simulation uses rejection-free sampling with the
corresponding time differences Δt between events given
by

Δt =
1∑
ri

, (7)

where ri are the rates of all events that can take place at
a certain point in time. Thus, Δt is not constant in time
and depends on the configuration itself.

The result for the accessibility in the steady state are
presented in fig. 7. The picture looks qualitatively simi-
lar to the soft-sphere model, see fig. 6. This suggests that
details of the microscopic model do not influence the ac-
cessibility qualitatively, but can have a quantitative effect.
Unfortunately none of our microscopic models showed a
power law for the accessibility distribution that we as-
sumed in our ACF model above (see eq. (2)) and that
worked well to fit the ACF data (see fig. 4).

We finally attempted to model the actual time develop-
ment of the system. This is in principle possible, since the
starting positions of the nucleosomes are known experi-
mentally (given by the Widom-601 positioning sequences).
It is just a matter of taking the accessibility rates at the
requested time points and comparing them to the experi-
mental data. There are two free parameters in the model:
one is the remodeling rate λr. The other one is the cut-
ting rate λc. The accessibility is expected to be relatively
low, because of the regular spacing mechanism of the ACF
remodeler. Therefore, the distribution of the time to re-
model (or cut) is less important. Thus, we decided to take
always the average time to cut or remodel, and not the
actual distribution (since it is unknown anyway). Note
that the time between two remodeling steps is still a dis-
tribution (non-deterministic), because probabilities of the
steps that are taken depend on the rates r(t, i, i+1), with
the actual steps being chosen randomly according to their
rate.
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Fig. 7. Accessibility plotted as a function of the bp distance
from the label for the steady state of our dynamical model.
The model accounts for experimentally measured details both
for the ACF remodeling activity and for the accessibility of
restriction enzymes to base pairs close to or inside nucleosomes
(see text for details).
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Fig. 8. Time evolution of the fragment length distribution as a
function of time, for the simulation (lines) and the experiment
(symbols). The simulation is fitted to the experimental data
using two parameters: the cutting rate λc and the remodeling
rate λr. The agreement is not very satisfactory.

As before we use a semiautomatic optimization of the
two parameters. Using this procedure, we find the best
parameters to be λr = 0.42 and λc = 1. It is interesting to
note that the objective function is practically independent
of λr over a wide range (λr � 1). This means that most
likely, the system is actually in the steady state that we
discussed earlier. It also means that we only have one true
parameter in our system, which is the cutting rate λc.

The resulting time-evolving comparison between sim-
ulation and experiment is shown in fig. 8. It is obvious
from the figure that the simulation fits the data rather
badly (d = 0.420). One possible explanation is that some
details in our model are not correct, and would have to be
adjusted to produce a better fit. Another reason for the
discrepancy might be that there are some additional ef-

fects that we did not account for, such as label-remodeler
interaction or the emergence or destruction of higher-order
geometrical structures of the nucleosomal array during re-
modeling.

5 Conclusions

We have presented new approaches to analyze experimen-
tal data on the accessibility of nucleosomal arrays during
remodeling. In this endeavor, we have followed two dif-
ferent strategies. One is to stay close to the experimental
data and to concentrate on models that are as simple as
possible. The other approach is to introduce more detailed
models, which were tested here for the ACF remodeler.
For the approach using simple models, we found that the
ISWI experimental data can be explained by assuming
identical Poisson distributed cutting times for each indi-
vidual restriction site, and no further interaction between
the nucleosomes.

The ACF-type remodeler presents a more complicated
picture. The simple ISWI model works very poorly when
applied to the ACF experimental data. This is in a way
expected, because it was already known that the ACF re-
modeler has the ability to position nucleosomes according
to their distance to each other. A simple model with a
lower number of steps close to the attached label works
very well. This raises the question, where this asymmetry
stems from. We have two main suggestions. One possibility
is the interaction of the remodeler with the fluorescent la-
bel at one end of the DNA fragment, as has been observed
before in other systems [47,48]. The other possibility con-
cerns the asymmetric position of the AluI restriction sites
with respect to the (equilibrium or starting) positions of
the nucleosomes. By studying more detailed models we
have shown that the latter effect can indeed cause asym-
metries in the cutting probabilities. The degree of asym-
metry is however not explained by our models, even when
using a very detailed approach.
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